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PAPER
Adaptive Sidelobe Cancellation Technique for Atmospheric Radars
Containing Arrays with Nonuniform Gain

Taishi HASHIMOTO†a), Nonmember, Koji NISHIMURA††, Member, and Toru SATO†, Fellow

SUMMARY The design and performance evaluation is presented of a
partially adaptive array that suppresses clutter from low elevation angles
in atmospheric radar observations. The norm-constrained and direction-
ally constrained minimization of power (NC-DCMP) algorithm has been
widely used to suppress clutter in atmospheric radars, because it can limit
the signal-to-noise ratio (SNR) loss to a designated amount, which is the
most important design factor for atmospheric radars. To suppress clutter
from low elevation angles, adding supplemental antennas that have high
response to the incoming directions of clutter has been considered to be
more efficient than to divide uniformly the high-gain main array. However,
the proper handling of the gain differences of main and sub-arrays has not
been well studied. We performed numerical simulations to show that us-
ing the proper gain weighting, the sub-array configuration has better clutter
suppression capability per unit SNR loss than the uniformly divided arrays
of the same size. The method developed is also applied to an actual obser-
vation dataset from the MU radar at Shigaraki, Japan. The properly gain-
weighted NC-DCMP algorithm suppresses the ground clutter sufficiently
with an average SNR loss of about 1 dB less than that of the uniform-gain
configuration.
key words: atmospheric radars, partial adaptivity, robust adaptive beam-
forming, clutter suppression

1. Introduction

Atmospheric radar observations of mesosphere–stratosphere–
troposphere regions generally suffer from clutter at low el-
evation angles, e.g., ground or sea surface clutter, meteor
trail echoes, and aircraft clutter. To suppress this clutter,
adaptive beamforming with the output signals from multi-
ple receiver channels has been used in various applications,
such as accurate vertical wind velocity measurements [1]
and suppressing meteor trail echoes in mesospheric regions
[2]. The methodology used in these studies, called robust
adaptive beamforming [3], [4], is based on the direction-
ally constrained minimization of power (DCMP) algorithm
[5]. This algorithm has an additional constraint regarding
the squared norm of the optimal weight, which makes the
method robust against error in steering vectors and noise
power increases.

The array configurations used in [1], [2] assume that
the directional gain function of each receiver channel is
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uniform. Such a configuration is common in modern at-
mospheric radars [6]–[8], i.e., a large array is divided into
blocks of the same size, and each block has the same num-
ber of antennas of the same type. However, clutter is usu-
ally present at low elevation angles. In addition, the noise
power increase caused by adaptive beamforming is known
to heighten as the degree of freedom of the array increases
[9]. Therefore, it is considered to be more efficient to
add a small number of supplemental antennas that have
a high response to low elevation angles, instead of divid-
ing a large array into uniform shapes. Adaptive arrays for
such nonuniform-gain configurations are known as partially
adaptive antennas [10], [11], and were first applied to atmo-
spheric radar observations by Kamio et al. [12]. Although
their developed method (hereafter referred to as the Kamio
method) shows that partial adaptivity is effective for atmo-
spheric radars, it requires the gain differences between the
main and sub-array to be large enough. Hence, the systems
that can use the Kamio method have been limited. In addi-
tion, the performance difference between the configurations
with uniform and nonuniform gain has not yet been studied.

In this paper, we present the design and evaluation
of a partially adaptive beamforming technique for atmo-
spheric radars with proper gain weighting for arrays with
nonuniform gain. We first review the gain-weighted norm-
constrained (NC)-DCMP algorithm in Sect. 2. The devel-
oped method is based on the NC-DCMP algorithm [12],
with gain weighting determined by gain differences in the
desired direction. We then compare the performances of
adaptive beamforming with different configurations, includ-
ing a six-channel uniform array, and a nonuniform-gain ar-
ray with the same number of channels. In Sect. 3, these
methods are compared in numerical simulations. In Sect. 4,
these methods are applied to actual observations by the mid-
dle and upper atmosphere (MU) radar at Shigaraki, Japan.
Conclusions are presented in Sect. 5.

2. Method

2.1 Basic Methodology

2.1.1 Directionally Constrained Minimization of Power

The DCMP algorithm is an adaptive beamforming method
for cases with known desired directions. According to [5],
the basic theory of DCMP can be written as a convex opti-
mization problem:
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minimize
W

(
P=WHRXXW

)
subject to CTW∗ = H , (1)

where (·)∗ denotes complex conjugation, (·)T transposition,
and (·)H conjugate transposition of a matrix. Assuming M
receivers, RXX ≡ E

[
X(t)XH(t)

]
is the covariance matrix of

the received signals X(t) = [X1(t), · · · , XM(t)]T, where E[·]
denotes the expectation value. W is the optimal weight vec-
tor, and C is the directional constraint.

Using the normalized array steering vector A(θ, ϕ), Ci
can be written as

Ci = Ai(θo, ϕo) =
1
√

M
exp

(
−2πi
λ

Li · V(θo, ϕo)
)
,

V(θ, ϕ) =
[
sin θ sin ϕ, sin θ cos ϕ, cos θ

]T , (2)

where λ is the radar wavelength, Li (i = 1, · · · ,M) is the
geometric location of each receiver, V(θ, ϕ) is a unit vector
in the radial direction (zenith, azimuth) = (θ, ϕ), (θo, ϕo) is
the desired direction, and H is the constraint response. Here,
the azimuth angle is measured clockwise from north. The
solution to Eq. (1) can be written as follows [5]:

W =
R−1

XXC
CHR−1

XXC
H∗ . (3)

2.1.2 NC-DCMP Algorithm

The NC-DCMP algorithm [3], [4] is a modified DCMP that
adds to Eq. (1) the constraint:

||W||2 ≤ U . (4)

Here, ||(·)|| denotes the Euclidean norm and U is the norm
constraint, which controls the decrease of the signal-to-
noise ratio (SNR) caused by the standard DCMP algorithm.

In atmospheric radar applications, U is determined as
follows. In the DCMP algorithm, the signal power is as-
sumed to be unchanged when there is no mismatch of the
steering vector. Atmospheric radars generally have a very
sharp beam; e.g., the half-power full-width of the MU radar
is about 3.6◦ [13]. Backscattering from turbulence is as-
sumed to come only from the volume in this beam; this as-
sumption holds in most cases. In contrast, the noise floor
level is proportional to the norm of the optimal weight. The
primary noise source in the VHF band is galactic noise, so it
is random and independent of antenna gain. Hence, the SNR
loss factor LSNR of the DCMP algorithm compared with that
of nonadaptive beamforming can be written as follows:

LSNR = 1/||W||2 . (5)

This equation allows one to limit the SNR loss within
LdB dB by setting U = 10−LdB/10.

Generally, the diagonal loading of the covariance ma-
trix is used to solve this problem efficiently [1]:

R̂XX ≡ RXX + αI , (6)

where I is an identity matrix and α > 0 represents the

pseudo-noise added to the covariance matrix. As ||W||2 de-
creases monotonically as α increases, the actual procedure
to obtain the optimal weight of the NC-DCMP algorithm is
as follows:

1. Set α to a small value.
2. Calculate the optimal weight at α using Eq. (3) and (6).

If Eq. (4) holds, then this is the solution.
3. Increase α and repeat steps 2 and 3 until Eq. (4) is sat-

isfied. This can be efficiently performed through any
root-finding algorithm such as Newton’s method.

Note that the cost function f (α) and its analytical gradient
are written as follows:

f (α) = ||W||2 − U ,

∂ f (α)
∂α

=
∂WH

∂α
W +WH ∂W

∂α
, (7)

∂W
∂α
=

[
WCH − I

]
R̂−1

XXW .

2.2 Kamio Method

Kamio et al. [12] first applied the NC-DCMP algorithm
to atmospheric radar with a nonuniform-gain configuration.
The system has a high-gain main array supplemented by ad-
ditional low-gain antennas. In such a system, the weight for
the main array is kept at 1, and only the sub-array weights
are changed. This constraint prevents the use of the diagonal
loading technique, so they used the penalty function method
to obtain the solution at high computational cost.

However, we can simplify the solution according to the
assumption on which the method is based; i.e., the gain dif-
ferences between the main and sub-arrays are large enough.
Using this assumption, the alternative directional constraint
C̄ = [1, 0, 0, · · · ]T and constraint response H̄ = 1 can be
adopted in Eq. (1). This enables the diagonal loading ap-
proach to be used again, and the method is described as
the norm-constrained power inversion algorithm [14] in this
case.

If the assumption above fails, however, the norm con-
straint for the sub-array becomes too large, causing an in-
crease in noise, or cancelling of the desired signal. There-
fore, the target radar system is limited to those with large
gain differences for the Kamio method.

2.3 Gain-Weighted NC-DCMP Algorithm

Here, we extend the NC-DCMP algorithm to work with any
nonuniform-gain array by introducing proper gain weight-
ing into the directional constraint. Suppose there are mul-
tiple receiver channels with arbitrary gains in the desired
direction (θo, ϕo); G(θo, ϕo) = [G1(θo, ϕo),G2(θo, ϕo), · · · ]T.
By integrating G into Eq. (1), each element Ĉi (i =
1, · · · ,M) of the modified directional constraint Ĉ =

[Ĉ1, Ĉ2, · · · ]T is defined as follows:

Ĉi = Ci
√

Gi(θo, ϕo)/D , (8)
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D =
1
M

M∑
i=1

Gi(θo, ϕo) .

Note Ĉ is still appropriately normalized, so Eq. (8) can be
used with Eq. (1) without any modification. By strictly han-
dling the gain differences among antennas, the SNR loss re-
mains at the designated value.

The gain of the sub-array antennas in the clutter direc-
tion is another important design factor for the algorithm. As
the gain weighting reduces the contribution of the sub-array,
the clutter suppression capability depends on the gains in the
clutter direction. Therefore, the gains between the main and
sub-array are preferred to be orthogonal, i.e., the sub-array
antennas give no response in the desired direction, and have
high gain for low elevation angles. With such gain differ-
ences, the method reproduces better the original sub-array
NC-DCMP algorithm developed by Kamio et al. [12].

3. Simulation

3.1 System Model

In this simulation, we have two antenna arrays, the “main
array” and “sub-array”. Figure 1 shows the arrangement of
antennas of the radar system. This is based on the MU radar
at Shigaraki MU Observatory, Japan [13], [15].

For the main array, 18 groups, which are indicated by
the hexagons in Fig. 1, are selected from the center of the
MU radar. Each antenna is a three-element crossed Yagi
antenna, and the output from all 19 antenna receivers in a
group is combined in-phase. The total directional gain of the
main array in the azimuth section at ϕ = 0◦ is shown as the
solid line (Main) in Fig. 2. The dotted line (Hex) represents
the directional gain of a hexagonal subgroup in the main ar-
ray. The main array is used as a six-channel uniform-gain
array or one high-gain array. For the six-channel uniform-
gain array, each of the nearest three groups arranged in a
regular triangle 3i − 2, 3i − 1, 3i (i = 1, 2, · · · , 6) are synthe-
sized in-phase. For the high-gain array, the output from all
hexagons is uniformly synthesized.

For the sub-array, three different configurations, A, B,
and C are considered in this simulation. The directional gain
in the azimuth section at ϕ = 0◦ for the channel number 19
of configurations A, B, and C are shown by the dotted, solid,
and dashed lines, respectively, in Fig. 3. Type A uses the
outer five groups of the MU radar as the sidelobe canceller
array, which are indicated as 19–23 in Fig. 1. Each sub-
array group consists of 19 antennas, which uses the same
antenna as the main array. Type B uses only one antenna
from each outer group, indicated by black circles in Fig. 1.
Each antenna is the same as that of the main array. Type C
also uses the same antenna arrangement as type B, except
that each antenna is modeled as a half-wavelength turnstile
antenna placed at half wavelength above the ground. Note
that type C is considered in this simulation because the ideal
element gain function for the sub-array should have an or-
thogonal response in the beam pattern of the main array, as

Fig. 1 Antenna position and channel number assignment of the MU
radar for both simulation and observation. The five black circles in the
outer groups are sub-array antennas used in types B and C.

Fig. 2 Azimuth section of one-way directional gains at ϕ = 0◦ for the
main array (Main), and one of the main array channel consisting of 19
crossed Yagi antennas indicated by a hexagon in Fig. 1 (Hex).

Fig. 3 Azimuth section of one-way directional gains at ϕ = 0◦ for one of
the sub-array groups of type A (dotted), B(solid), and C (dashed).

mentioned in Sect. 2.3. The directional gains of main array
and type C antenna are roughly orthogonal, as illustrated in
Figs. 2 and 3.

Other radar settings are listed in Table 1. Details about
these observation parameters are explained in Sect. 3.2.3.



2586
IEICE TRANS. COMMUN., VOL.E99–B, NO.12 DECEMBER 2016

3.2 Signal Generation

In this simulation, there are three kinds of signals: atmo-
spheric echoes, ground clutter, and noise. For the atmo-
spheric echoes, the desired direction (θo, ϕo) is set to (0◦, 0◦),
and the average peak power of atmospheric echoes PS is set
to 20 dB over the noise floor level PN = 1. The spectral
width σ is 1 m s−1, and the Doppler shift vd is set to 1 m s−1.
For the ground clutter, five point-like sources around the
radar are configured. The average power from each source
Pi

I (i = 1, · · · , 5) is 60 dB over the noise floor level PN.
The distance from the radar to each source is 10 km. Di-
rections to each source (θi, ϕi) are determined by uniform
random numbers for each observation: [60◦, 80◦] for θi and
[0◦, 360◦) for ϕi. Noise is modeled as complex random
numbers that follow the Gaussian distribution with averaged
power Pn = 1. Further details about signal generation are
stated in the following sections.

3.2.1 Atmospheric Echoes

Power spectra of atmospheric echoes can be expressed as a
function of the Doppler velocity v, which is assumed to have
a Gaussian shape, e.g., in [16]:

S (v) =
PS√
2πσ

exp
[
− (v − vd)2

2σ2

]
+ PN , (9)

where PS, vd, σ and PN are the peak power, Doppler shift,
spectral width and noise floor level, respectively, of the
spectra of atmospheric echoes. Note that v and the angular
Doppler frequency ω have a relationship v = −λω/(4π), and
hence hereafter we replace v in Eq. (9) with this expression.
To generate complex time series of atmospheric echoes at
each receiver channel si(t) (i = 1, · · · ,M), inverse Fourier
transform F −1[(·)] and the steering vector in the desired di-
rection A(θo, ϕo) can be used:

S ′(ω) =
√

S (ω)X(ω)∠R(ω) ,

so(t) = F −1 [
S ′(ω)

]
, (10)

si(t) = Ai(θo, ϕo)gi(θo, ϕo)so(t) ,

where X(ω) and R(ω) are random numbers that follow the
χ2 distribution with two degrees of freedom and a uni-
form distribution in [0, 2π), respectively. The notation A∠B
means a complex number with amplitude A and argument
B. so(t) is the generated complex time series at the location
[x, y, z] = [0, 0, 0] in the three-dimensional Cartesian coor-
dinates. Ai(θo, ϕo) and gi(θo, ϕo) are the steering vector and
directional gain in the desired direction (θo, ϕo).

3.2.2 Ground Clutter

Ground clutter is modeled as point targets at low elevation
angles. The complex time series of the received signal at
each receiver channel ui(t) (i = 1, · · · ,M) from the j-th

point target at the direction (θ j, ϕ j) can be modeled by

u j
i (t) =

√
P j

I Ai(θ j, ϕ j)gi(θ j, ϕ j) . (11)

Here, P j
I is the power from the j-th clutter signal. Note that

Eq. (11) depends only on the incident angle (θ j, ϕ j), because
each ground clutter signal is modeled as a stationary source
and its location is independent of time.

3.2.3 Time Series of Received Signals and Covariance
Matrix

Time series of input signals are sampled at discrete intervals
for digital signal processing, so we define k = 1, 2, · · · as the
index for sampling time. Input signals X(k) at sample time
k are defined by the sum of signals from all sources:

X(k) = [X1(k), · · · , XM(k)]T , (12)

Xi(k) = si(k) +
5∑

j=1

u j
i (k) + ni(k) .

The covariance matrix of input signals RXX(k) is estimated
by the time averaging of 2Ns+1 snapshots around the current
sample time k:

RXX(k) =
k+Ns∑

ki=k−Ns

X(ki)XH(ki) , (13)

where Ns = 512 in this simulation.
From Table 1, the interpulse period (IPP) is 400 µs. For

every IPP, the observation direction is changed to five differ-
ent beam directions. In addition, we use 8-bit Spano code
[17], and hence 16 consecutive pulses are coherently inte-
grated to take a time sample, making the sampling interval
32 ms. Therefore, 2Ns + 1 = 1025 snapshots are equivalent
to about 32 s.

3.3 Signal Processing

Signals generated by the following four different configura-
tions are processed by the adaptive beamforming methods
explained in Sect. 2. The configurations are the six-channel
uniform-gain array and the six-channel nonuniform-gain ar-
rays of type A, B, and C. For the uniform-gain configura-
tion, the standard NC-DCMP algorithm is applied. For the

Table 1 Observational parameters of the MU radar.

Center frequency 46.5 MHz
Inter pulse period (IPP) 400 µs
No. of beams 5
Pulse code 8-bit Spano codes
No. of pulse sequence 16
Time resolution 32 ms
Range resolution 150 m
Ranges 1.5 – 25 km
No. of time samples Nt 1024
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nonuniform-gain configurations A, B, and C, both the gain-
weighted NC-DCMP algorithms and Kamio method [12]
are applied; hence seven different configurations in total are
compared in this simulation. For the gain-weighted NC-
DCMP algorithm, the gain weighting coefficients are deter-
mined by the gain differences in the desired direction. The
gain difference between the main and a sub-array group is
19 : 1 for type A, 342 : 1 for type B, and 24775.7 : 1 for
type C. H is set to 1, and U is set to about 1.12, which is
equivalent to limiting the SNR loss to less than 0.5 dB.

Once optimal weights are obtained, the power spec-
trum density is estimated by the incoherent integration us-
ing NI = 8 successive periodograms. As shown in Eq. (5),
the noise floor increase is proportional to the squared norm
of the optimal weight. Because each periodogram uses
Nv = Nt/NI weight vectors, the factor of the noise floor in-
crease L̂m, for the m-th periodogram S m(v) (m = 1, · · · , 8),
can be estimated as follows:

L̂m =
1

Nv

∑
km

||W(km)||2 , (14)

where km = k + Nv(m − 1) (k = 1, 2, · · · ,Nv) represents the
k-th index in the m-th periodogram. The noise floor increase
can be corrected by dividing each periodogram S m(v) by L̂m:

Ŝ m(v) = S m(v)/L̂m , (15)

where Ŝ m(v) is the periodogram with SNR loss correction.
Finally, the periodogram after the incoherent integration of
eight successive periodograms, Ŝ (v), is written as:

Ŝ (v) =
8∑

m=1

Ŝ m(v) . (16)

3.4 Performance Evaluation Method

We generated 100 independent records, and collected the
statistical information for all configurations described in the
previous section. The clutter suppression ratio (CSR) Z and
SNR loss L are first calculated from each periodogram and
then converted to the performance index Q by calculating
their ratio. The definition of each index is as follows.

Z is defined as the ratio of the decrease of the clut-
ter peak power compared with that obtained by nonadaptive
beamforming:

Z = 1 −
PI(Wopt)

Po
I
, (17)

where PI(Wopt) and Po
I are the clutter power obtained by

each signal processing method and nonadaptive beamform-
ing, respectively. Here, Z = 0 means no improvement
(0%), and Z = 1 means that clutter is completely suppressed
(100%.)

L is defined as the ratio of the decrease of the peak
height of atmospheric echoes in the periodogram normal-
ized by the noise level compared with that obtained by non-
adaptive beamforming:

L =
Po

A

PA(Wopt)
, (18)

where PA(Wopt) and Po
A are the peak power of atmospheric

echoes in normalized periodograms obtained by each sig-
nal processing method and nonadaptive beamforming, re-
spectively. L > 1 represents the SNR loss factor compared
with nonadaptive beamforming, and L = 1 means there is
no change in the noise power.

The performance index Q is defined as:

Q = Z/L , (19)

which can be interpreted as the clutter suppression capabil-
ity per unit SNR loss. Note that Q is also in the range from
0 to 1, so we can convert it to a percentage.

3.5 Results and Discussion

Figures 4(a), 4(b), and 4(b) display box-and-whisker plots
of the clutter remaining ratio 1 − Z, SNR loss L, and clutter
suppression capability per unit SNR loss Q, obtained for the
seven different configurations with over 100 results for each
configuration. The configurations are, from left to right,
uniform-gain NC-DCMP algorithm, Kamio method with
sub-array configurations A, B, and C, and gain-weighted
NC-DCMP (GW NC-DCMP) algorithm with A, B, and C.
The center line of each box shows the median. The upper
and lower edges of the box are the first and third quartiles
whereas the whiskers are the upper and lower interquartile
ranges.

From Fig. 4(a), the average clutter suppression capa-
bilities are almost perfect for all methods and configura-
tions. Nevertheless, as illustrated in Fig. 4(b), large SNR
losses can be observed in the uniform-gain NC-DCMP al-
gorithm and Kamio method with the nonuniform-gain con-
figuration A. Specifically, the average SNR losses are about
0.86 and 1.38 dB for the uniform-gain NC-DCMP algorithm
and Kamio method A, respectively. In the uniform-gain con-
figuration, each channel of the main array consists of 19
crossed Yagi antennas with the same element gain functions.
In addition, the alignment of the antennas in each group is
almost all the same, which makes the reception beam pat-
terns close to each other. Therefore, if there is clutter from
a direction where a high sidelobe exists, its suppression is
difficult within a designated norm constraint. In contrast,
the performance degradation of the Kamio method with the
configuration A is attributed to the directionality pattern of
the sub-array. As in Fig. 3, the directionality pattern of the
each group of type A has lower response to low elevation
angles, compared with configurations B or C. This makes it
difficult to suppress clutter in low elevation angles within a
small norm constraint. In addition, the response in the de-
sired direction of the sub-array is relatively high in this con-
figuration. As we mentioned in Sects. 2.2 and 2.3, the gain
differences between the main and sub-arrays must be large
for the Kamio method, which is not satisfied in this case.

In contrast, the gain-weighted NC-DCMP algorithm
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Fig. 4 From top to bottom, (a) clutter remaining ratio 1−Z, (b) SNR loss
L, and (c) clutter suppression ratio per unit SNR loss Q of the seven config-
urations investigated in the simulation. From left to right, the uniform-gain
NC-DCMP algorithm, the Kamio method with the sub-array configurations
A, B, and C, and the gain-weighted NC-DCMP algorithm with A, B, and
C.

with the configuration A exhibits low SNR losses, at roughly
0.5 dB on average, which is the same order as the permit-
ted SNR loss designated in this simulation. Therefore, the
gain-weighted NC-DCMP algorithm can limit the SNR loss
as desired with any nonuniform-gain arrays. However, it
should be noted that the SNR loss of 0.5 dB is equivalent
to a transmitter power loss of 11%, which is roughly pro-
portional to the total cost of the radar system. For atmo-
spheric radars that detect extremely weak scattering echoes,
the SNR loss of 0.5 dB is not sufficiently small.

The configuration B is more preferable from this point
of view. The average SNR losses are 0.31 and 0.24 dB for
the Kamio method and the gain-weighted NC-DCMP al-
gorithm, respectively, as shown in Fig. 4(b). Q results in
93% and 95% for these methods, as shown in Fig. 4(c). The
above difference of Q arises from the treatment of the an-

tenna gains of the sub-array. As shown in Figs. 2 and 3, the
main array and a sub-array antenna of type B have a gain
difference of about 30 dB. However, it is not sufficiently
large for the Kamio method in terms of the assumption about
the gain difference stated in Sect. 2.2. In contrast, the gain-
weighted NC-DCMP algorithm tolerates such a gain differ-
ence.

Clearly, configuration C is the best system design, if
available, because the sub-array is working as an ideal side-
lobe canceller. This configuration has the same Q = 98%
for the Kamio method and gain-weighted NC-DCMP algo-
rithm, as shown in Fig. 4(c). However, not all systems have
such ideal gain differences and changing antennas of an ex-
isting radar system is usually difficult. Even with non-ideal
gain-differences, however, the gain-weighted NC-DCMP al-
gorithm works properly, as seen in configurations A and B.

From the above discussion, we conclude that the gain-
weighted NC-DCMP algorithm does sufficiently suppress
the clutter at low elevation angles with smaller SNR loss
than the uniform-gain NC-DCMP algorithm or the Kamio
method. In addition, the gain-weighted NC-DCMP algo-
rithm is shown to have great flexibility in application to any
radar systems with non-ideal gain differences. In the next
section, these characteristics are confirmed by an actual ob-
servation obtained with the same settings as this simulation.

4. Observation

4.1 Observation Settings

An observation was made on July 2, 2015 using the MU
radar at Shigaraki, Japan [13], [15]. The MU radar is capa-
ble of acquiring the received signal in 25 separate channels
[6]. The observation settings are exactly the same as for
configuration B in Sect. 3.1. The directional gain of each
antenna is shown as B in Fig. 3. Note that these sub-array
antennas are chosen from existing parts of the array, so the
element gain function cannot be changed as in the simula-
tion in Sect. 3.

As mentioned in Sect. 3.2.3, the duration of each record
is about 32 s. We used 110 records taken from 18:00 to
19:00 (LT). The observation has five beam directions, and
we used the north beam, i.e., the beam direction (zenith, az-
imuth) = (10◦, 0◦).

4.2 Signal Processing

We compared two array configurations: the six-channel
uniform-gain array and the six-channel nonuniform-gain
array. The uniform-gain NC-DCMP, the sub-array NC-
DCMP developed by Kamio et al. [12], and gain-weighted
NC-DCMP algorithms are applied to each configuration.
Note that signals for each channel are normalized by its
noise level before each signal processing method is applied.
For this observation, the norm constraint of U = 1.5 is
used, which is equivalent to a permitted SNR loss of about
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1.76 dB. This is the same selection as in [12]. Other param-
eters are the same as those described in Sect. 3.1.

4.3 Performance Evaluation Method

Similar performance indices to those introduced in Sect. 3.4
can be defined for the observation. The most important
difference is that there are ranges where we do not have
detectable signals or clutter. To filter these ranges out,
the detectability threshold is generally used in atmospheric
radars [18], [19]. Detectability is defined as the ratio be-
tween the peak height of the signal and the standard devia-
tion of the noise, σN , in the spectrum. Also the fluctuation of
the noise decreases to 1/

√
NI after NI-time incoherent inte-

gration, because the spectra of atmospheric echoes and noise
both follow the χ2 distribution. Therefore, only the ranges
with peaks above the following detectability threshold T are
considered to have signals:

T = σN

(
1 + D/

√
NI

)
, (20)

where D = 3 is the detectability level.
The CSR, Z, is then calculated by Eq. (17) for the

ranges where PI(Wopt) > T and Po
I > T both hold. The

SNR loss, L, can also be defined by Eq. (18) for the ranges
where Po

A > T and PA(Wopt) > T . However, the peak posi-
tions of the atmospheric echoes need to be estimated, unlike
those of the stationary clutter. To do this, we use the pe-
riodograms obtained by the uniform-gain NC-DCMP algo-
rithm, because the ground clutter are sufficiently suppressed
in this configuration. For each periodogram obtained by
the uniform-gain NC-DCMP algorithm, the position of the
largest peak is identified. Then, L is calculated by Eq. (18)
using the peak power at this position. The clutter suppres-
sion capability per unit SNR loss, Q, can be calculated from
Q = Z/L, as in Eq. (19).

4.4 Results and Discussion

Figure 5(a) is an example of the range profiles of the DC
component extracted from the periodogram obtained by the
nonadaptive beamforming, uniform-gain NC-DCMP algo-
rithm and gain-weighted NC-DCMP algorithm. The hori-
zontal axis shows the intensity of the ground clutter, and the
vertical axis is the range in km. The result of the Kamio
method is almost the same as that of the gain-weighted NC-
DCMP algorithm, and therefore omitted for brevity. Fig-
ure 5(b) is an example of the range section at 5 km. The
range is indicated by a horizontal line in Fig. 5(a). The hor-
izontal axis is the Doppler velocity and the vertical axis is
the intensity. The bases of the decibel values are the noise
level in Figs. 5(a) and 5(b). Figure 6 summarizes the CSR
Z, SNR loss L and performance index Q for each signal pro-
cessing method throughout the observation. The center line
of each box shows the median, marks are the means, upper
and lower edges of the box are the first and third quartiles,
and whiskers are the upper and lower interquartile ranges.

Fig. 5 (a) Range profile of the DC component, and (b) example of the
range section at 5 km, which is indicated by a horizontal line in Fig. 5(a).
The dashed line is obtained by nonadaptive beamforming, the dotted line
by the six-channel uniform-gain NC-DCMP algorithm, and the solid line
by the six-channel gain-weighted NC-DCMP algorithm.

To obtain statistical results, 94 ranges from each record are
used, so 10340 periodograms in total are averaged.

As in Fig. 5(a), the gain-weighted NC-DCMP algo-
rithm and uniform-gain NC-DCMP algorithm show simi-
lar range profiles of the DC components. In most ranges,
both methods sufficiently suppress the ground clutter. Fig-
ure 6 also reveals that Z is reasonably similar for all three
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Fig. 6 Comparison of the performance indices Z, L and Q for the uni-
form NC-DCMP algorithm (Uni), the Kamio method (KM), and the gain-
weighted NC-DCMP algorithm (GW) throughout the roughly 1-hour dura-
tion of observations.

methods. The gain-weighted NC-DCMP algorithm pro-
duces slightly better results than the other two; specifically,
Z is 1.3% and 0.5% larger than those of the uniform-gain
configuration and the Kamio method, respectively, in aver-
age.

In contrast, the peak power of the atmospheric echo
obtained by the uniform-gain configuration is about 1 dB
lower than that of the gain-weighted NC-DCMP algorithm,
as shown in Fig. 5(b). Therefore, the uniform-gain NC-
DCMP algorithm gives a higher SNR loss by about 1 dB,
equivalently 21% in the linear scale, than the gain-weighted
NC-DCMP algorithm, which is a substantial difference in
sensitivity.

Also, Fig. 6 shows that the averaged SNR loss L ob-
tained by the gain-weighted NC-DCMP algorithm is 1.7 dB,
which is 1.0 and 0.3 dB smaller than the corresponding val-
ues of the uniform-gain configuration and Kamio method,
respectively. The performance index Q of the gain-weighted
NC-DCMP algorithm exhibits in the highest value of 49.7%,
which is 14.2% and 4.30% higher than those of the uniform-
gain configuration and Kamio method, respectively. These
results are consistent with those obtained by the simulation
in Sect. 3.

From the discussion above, we can conclude that the
gain-weighted NC-DCMP algorithm is the best solution for
suppressing the ground clutter in actual observations among
the three signal processing methods considered in this pa-
per. The gain-weighted NC-DCMP algorithm can readily
suppress the clutter from low elevation angles in actual ob-
servations, and the gain weighting limits the SNR loss to
a smaller amount than those in other methods. However,
as shown in Fig. 4(c), the best element gain function for
the sub-array configuration is that with the orthogonal di-
rectional gain pattern relative to the main array. Therefore,
further observations using such sub-array configurations are
required.

5. Conclusion

This paper presented an adaptive sidelobe cancellation tech-
nique for atmospheric radars with gain weighting on a
nonuniform array. The method introduces gain weighting
into the NC-DCMP algorithm in accordance with the gain
differences in the desired direction among the receivers.

In Sect. 3, the results of the gain-weighted NC-DCMP
algorithm was compared with those of the uniform-gain NC-
DCMP algorithm and the Kamio method using numerical
simulations. The gain-weighted NC-DCMP algorithm gave
sufficient clutter suppression capability with smaller SNR
loss than the other two methods, even with non-ideal gain
differences between the main array and sub-array. In Sect. 4,
the performance of the gain-weighted NC-DCMP algorithm
was also tested using actual observations from the MU radar.
The gain-weighted NC-DCMP algorithm gave the best clut-
ter suppression capability per unit SNR loss compared with
the uniform NC-DCMP algorithm or the Kamio method. In
particular, the improvement in the average SNR loss given
by the developed algorithm is 1 dB (21%) compared with
that of the nonuniform-gain NC-DCMP algorithm, which is
substantially different in terms of system sensitivity.

From these results, we conclude that the proper gain
weighting is important in suppressing clutter in atmospheric
radar signals at low elevation angles. Also, the flexibility
of the algorithm, which handles arbitrary gain differences
between the main array and sub-arrays, is suitable to extend
to any existing atmospheric radar system.
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