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An Imaging Algorithm of Objects Embedded in a
Lossy Dispersive Medium for Subsurface Radar

Data Processing
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Abstract— A robust and high-resolution 2-D imaging algorithm is pro-
posed for retrieving the shape of conductive objects embedded in a uniform
lossy and dispersive medium. The target is modeled in terms of the location
of of points which represents the outer contour of the object together with
the parameters of the medium. A nonlinear least squares fitting is applied to
the estimated scattered waveform to adjust the model parameters. The esti-
mated waveform is computed using the extended ray tracing method which
incorporates with the edge diffraction waves. The performance of the al-
gorithm is examined with numerical simulations and test site experiments.
The simulation with clutters also revealed the robustness of the algorithm
even under a fairly strong clutter environments.

Keywords—Clutter rejection, radar imaging, subsurface radar data pro-
cessing.

I. Introduction

I
N subsurface radar applications, it is often experienced that
the requirements for the resolution and the penetration depth

contradict each other. For example, pre-excavation survey of
archaeological sites may require to detect buried objects of the
order of 10cm at a depth of 1m. In such a case, the compromise
will be the use of around 500MHz, for which the target is on
the order of a radar wavelength. We refer to the target in such a
situation as a ‘small object’. It is thus hard to identify the shape
of the object with conventional signal processing technique.

Shape estimation is among the most important issues in radar
signal processing. A number of techniques has been developed
to retrieve the shape information from the received signal. When
the target can be observed from a wide angular range, the SAR
(synthetic aperture radar) or the inverse SAR techniques[1] pro-
vide stable two-dimensional images. The SEM (singularity ex-
pansion method)[2] relates the target shape to the signal wave-
form in a mono-static situation.

These techniques assume an electrically large targets, and thus
have limited applicability to the subsurface radar signal process-
ing. In recent years, special techniques have been developed to
solve the inverse problems for surface radar applications. One
group of study aims to reconstruct the two- or three-dimensional
profile of the inhomogeneous ground. Iterative Born method is
limited to a situation of a fairly narrow range of the medium pa-
rameter, but provides a stable image with the aid of a constrained
optimization[3]. A nonlinear scattering approximation was in-
troduced to relax the restriction of the iterative Born method[4],
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although it requires a wide angle of illumination, as is the case
of cross-well bore-hole radar, in order to obtain a stable image.

Another group of study is motivated to locate and deter-
mine the shape of a more high-contrasted target such as metal-
lic objects. They include a model-based algorithm based on
the diffraction tomography[5] and a quasi-exact active imaging
method[6]. These methods do not require assumptions on the
target shape, but restricted to the case where the medium is uni-
form and non-dispersive.

Among the features that specialize subsurface radar, the loss
and dispersion of the medium together with the existence of
strong clutters strictly limit the usefulness of these techniques.
For an accurate imaging of subsurface objects, it is thus essential
to develop an algorithm which can handle these features. While
it is hard to include the effect of loss and dispersion directly in
inverse scattering problems, various numerical procedures have
already been developed for the forward scattering cases.

Our approach has been to model the target with a limited num-
ber of parameters, and to recursively modify them so that the
observed signal waveforms fit the estimated ones computed for
the model[7], [8]. In this paper, we extend the algorithm to han-
dle a more realistic case of a conductive finite-sized target em-
bedded in a two-dimensional homogeneous lossy and dispersive
medium.

II. Discrete Model Fitting Algorithm

Our algorithm, which is called discrete model fitting (DMF)
method[7], solves the inverse problem of imaging the subsur-
face object by iteratively comparing the estimated received sig-
nal waveforms computed from the model of the target with those
of the received signal, and by adjusting the parameters which
describes the model so that the variance between the waveforms
are minimized. Currently it deals with two-dimensional imaging
based on a one-dimensional (horizontal) scan of the radar sensor,
although both monostatic and multistatic cases can be treated.

In the DMF, the target and the medium is described by a pa-
rameter vectorX. The model parameters consists of the location
of the points representing the outer contour of the target and the
characteristics of the medium. Let the received signal waveform
at i-th receiver position beei(t), and the estimated waveform at
the same position computed from the target model be ˆei(t;X),
respectively. Our problem is to determineX by minimizing the
cost function

F (X) =
NX
i=1

fei(t)� êi(t;X)g2 ; (1)

whereN is the number of observation points.
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The cost function ˆei(t;X) is in general nonlinear in terms of
X, so we linearize it by expanding it around a proper initial
guessX0.

êi(t;X0 + ∆X) ' êi(t;X0) + ∆X �
@

@X
êi(t;X) (2)

We determine∆X by the least squares fitting, and then iterate
the process by usingX0 + ∆X as a new initial guess. Since this
iterative procedure is not necessarily stable, we employ the mod-
ified Marquardt method[9], which combines the Gauss-Newton
method with the steepest decent method so that stability is as-
sured while keeping the fast convergence.

At the first step, outstanding targets are estimated as a group
of point targets. Position of each target is estimated from the
peaks in the received signal waveform, which gives the distance
of the points from each antenna. All possible combinations of
these points determined from two received signals at different
antenna locations are given as intersections of two circles, and
are plotted on a plane.

A consensus analysis[7] distinguishes the true points from
spurious ones. In order to select correct positions of targets, we
define the degree of concentration of estimated points. The de-
gree of concentration is calculated by counting the neighboring
intersections with Gaussian weight at grid points set in the whole
observational region, and is given by

Cj =
NX
i=1

exp

�
�

(xi � xj)2 + (yi � yj)2

r2
0

�
(3)

where (xi; yi) is the position of an intersection of two circles,N
is the number of intersections, (xj ; yj) is the position of the grid
point, andr0 determines the width of the Gaussian weighting
function. We empirically setr0 = �=4 so that it does not reduce
the resolution, where� is the radar wavelength at the center fre-
quency of the transmitted pulse.

Discontinuity in the medium can also be estimated based on
the consensus analysis of the received time series at each point
during the scan, although not examined in the current applica-
tion where we assume a uniform medium. Then the non-linear
least squares fitting is used to improve the model in an iterative
manner in estimating the location of the point targets[10].

For each prominent target found in the first step, the shape esti-
mation procedure is applied. The shape of the target is expressed
in terms of the points which represents its outer boundary. The
shape estimation starts from the single point found in the first
step, and then the algorithm increases the number of points in
a stepwise manner. the second point is searched in the two op-
posite transverse directions, among which the direction which
gives a better fit is chosen. The extension is terminated when
the direction of the reflected ray from the extended surface falls
away from the receiving antenna position. Extension of the sur-
face more than this limit usually results in an expansion into the
direction from which no echo returns to the direction of anten-
nas.

These points are selected so that the distance between adjacent
points are on the order of�=10, and they are connected smoothly.
Fig. 1 schematically shows the arrangements of these points.
Location of large circles are varied only in the radial direction

Interpolated point

Point to be estimated
(variable)

r1

r3r2

r4

)cx ,( cy

Fig. 1. Arrangements of the variable and interpolated points in modeling the
target shape.

from its virtual center, which is determined in each iteration, and
the location of small circles are computed by Lagrangian inter-
polation. In this manner, the set of parameters which describes
the model shape is minimized to (xc; yc), andri (i = 1; . . . ;M ),
whereM is the number of variable points, which is 4 in the case
of Fig. 1.

In general, iterative inversion procedures may have a problem
of converging to a local minimum rather than the desired solu-
tion. In order to prevent this problem, the proposed procedure
always start from a point target, and expands the target size in a
stepwise manner. At each step of this expansion, the shape of the
object is modified only in radial direction from its virtual center,
which is the direction roughly perpendicular to the curve rep-
resenting the shape of the object. The optimum size that gives
the least residual is thus sought by a one dimensional grid search
taking the object size as the variable. As far as the smooth shape
treated here is concerned, we have not experienced the problem
of false convergence to a local minimum.

The minimum size that can be estimated by this method is
about�=2. Targets smaller than this size are expressed as round
objects of roughly�=2 in diameter. The largest size is limited by
the number of variable points used to express the object shape.
When the number of the points exceeds about 20, the computa-
tional time becomes exceedingly large, although the exact upper
limit has not been examined. The appropriate target size is thus
less than about 2� at the current parameter setting. A larger ob-
ject may be treated by enlarging the interval between the variable
points if its shape is smooth enough.

III. Extended Ray Tracing

For each trial in this recursive model fitting process, the entire
forward scattering problem should be solved. Use of the FDTD
(Finite Difference Time Domain) method is too time consuming
for this purpose. In order to save the machine time, we compute
the estimated scattered wave by using an extended ray tracing
method which includes the effect of diffraction. Unlike conven-
tional ray tracing where individual ray is traced independently,
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Fig. 2. Scattering of rays in the extended ray tracing method from a finite object.
Rays denoted by arrows constitute a ray group, and a diffraction wave is
generated when the ray group intercepts with an edge of the target.

the rays are treated as groups, each of which represents a wave
front.

When a ray group reaches an conductive object, individual
rays are reflected according to the simple geometrical optics
(GO) as is the case for the conventional ray tracing. Since the
surface of the object can be determined at any desired point by
the Lagrangian interpolation described in the previous section,
its local inclination, and thus the direction of each reflected ray,
can be readily determined.

The magnitude of the reflected rays are determined using the
physical optics (PO)[11]. The PO field at the center frequency of
the reflected pulse is computed at a sufficiently distant point from
the object, which is defined here as 10� away, and the energy as-
sociated to a ray is determined according to the distance between
adjacent rays at this point. By this ’calibration’ procedure, the
magnitude of the reflected rays are accurately computed within
about 5% to that computed by FDTD method even for a small
object of the size of the order of�.

The diffraction rays from an edge are generated and appended
to the outer limits of a ray group each time when the ray group
that represents a wave front passes the edge. The magnitude of
the diffracted rays are also computed by using PO so that they
connect smoothly to the reflected wave at the reflection bound-
ary. Although the accuracy of PO deteriorates for the rays far
from the reflection boundary, it does not largely affect the entire
estimation procedure since the magnitude of such rays are small.

Fig. 2 shows an example of the rays thus generated. In the ray
tracing, only the location of the wavefront and the energy asso-
ciated it is computed at each time step. In order to generate the
estimated signal waveform at the location of receiving antennas,
the waveform for the reflected waves are computed once using
the FDTD method, and convolved with the impulses which rep-
resent individual rays corresponding to various scattering paths.

For the edge diffraction component, the waveform varies de-
pending on the incident and diffracted directions. In the fre-
quency domain, this variation of the waveform is interpreted as
the frequency dependence of the phase of the diffracted waves.
Here it is synthesized in the time domain from a table of possi-
ble combination of these angles. Only two waveforms computed
using the FDTD method are used as the reference waveforms
for the diffracted waves, namely the full reflection from a plane,
which is just an inverted waveform of the incidence wave, and

the scattering from top of a thin ridge. Then the edge diffrac-
tion waveforms for various combinations of the incident and
diffracted waves are generated by using the FDTD method, and
fitted by a linear combination of the two reference waveforms.
The best fit amplitude weights of the reference waveforms are
stored in a matrix of the incident and diffracted angles, and used
to synthesize the estimated diffraction waves.

Advantage of this method is not only that it provides a fast way
of generating the desired diffraction waveform, but also that the
table of the weights of the two reference waveforms is indepen-
dent from the actual incident waveform. A change of the incident
waveform due to dispersion or frequency dependent reflection is
realized by applying a filter function as explained later. Then the
same filter has to be applied to the two reference waveforms, but
the weights of the waveforms remain unchanged for any desired
diffraction wave.

As described in the previous section, the shape of objects is ex-
pressed as a smooth curve connecting discrete points which are
located at an interval of about�=10. If the object has a sharp cor-
ner in the midst of its surface, additional diffracted wave should
be generated at that point in order to represent the scattered wave
properly. Although it is in principle possible to introduce such
component, the current program simply neglects its effect. As
a result, the reflected rays are directed to two widely separated
directions around the corner, and the scattered field intensity is
estimated as zero. The lower limit of the radius of curvature for
which the current algorithm works properly is found to be about
�=10, and has little dependence on the angle of apex for the re-
gion of less than 150�. It was also found that reducing the inter-
val between the variable points that describes the object shape
does not help in improving this lower limit, since the waveform
of the diffraction component is substantially different from that
of the reflection component.

IV. Imaging in a Non-dispersive Medium

We first examine the characteristics of the algorithm for the
case of the conductive target embedded in a uniform lossless
non-dispersive medium.

We assume a case where the radar sensor scans linearly along
the ground surface, and transmit a mono-cycle pulse at a fixed
interval. We neglect the effect of the ground since it can be re-
moved from the data fairly easily by subtracting the DC com-
ponent in the direction of the scan, or by applying the median
filter to the data of scan direction[8]. Fig. 3 shows the process
of reconfiguring the shape of a perfectly conducting cylinder.
Squares indicate the location of antennas, each of which is used
for both transmission and reception, and is used alternately in a
monostatic operation. The abscissa and the ordinate is expressed
in the unit of the radar wavelength at the center frequency of the
transmitted pulse. The shaded circle represents the cross sec-
tion of the given cylinder, and the small circles along its border
indicate the reconstructed image. The simulated data is gener-
ated by using FDTD method with the second order absorbing
boundary[12], and compared with the estimated received signal
computed from the reconstructed image using the extended ray
tracing algorithm. Fig. 4 shows the residual of the fitting in each
iteration. Similar results are obtained for other simple shapes
such as a conducting plate.
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Fig. 3. Evolution of the model shape in the estimation process of a conducting cylinder.
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Fig. 4. Transition of the residual of fitting in each iteration of the imaging as the
number of variable point is increased.

V. Test Site Experiments

We also made a test site experiments, which confirmed the
performance of the proposed algorithm examined by this simu-
lation. Fig. 5 shows the configuration of the test site. The test site
is a wooden box of 90 cm�90 cm�180 cm filled with dry sand
of the dielectric constant�r = 1:8, which is determined by mea-
suring the delay of echoes from thin aluminum pipes embedded
at two known depths.

An aluminum pipe of 16.5 cm in diameter is embedded per-

Plate of acrylic resin

23.5cm
Aluminum Pipe

16.5cm

180cm

90cm

Fig. 5. Configuration of the test site experiment.

pendicular to the long axis of the test site at the depth of 23.5 cm.
The surface of the sand is covered with a plate of acrylic resin
of 5 mm thickness so that the scanning of the radar sensor can
be made smoothly. The radar used is a commercial model IRS-
150 developed by Komatsu Co. for detecting iron reinforcement
in the concrete wall. It generates a mono-cycle pulse of 1-ns
width, and oversamples the echo at 0.023 ns intervals up to 6 ns
by staggering the sampling gate. The 10-dB bandwidth of the
transmitted pulse covers 0.5–2.0 GHz.

The range profiles are averaged and recorded at every 5 mm of
horizontal scan, which is detected by the rotation of the wheel on
the sensor unit. Two bow-tie antennas of 20-cm length are stored
side-by-side in a shielded cavity filled with absorbing material,
and are used for transmission and reception, respectively.
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Fig. 6. Imaging of the cross section of an aluminum cylinder embedded in the
test site.

Figure 6 shows the result of the imaging. The abscissa and the
ordinate are expressed in the unit of the wavelength (22 cm) of
the nominal center frequency of 1 GHz in the medium. Although
the data are recorded over the entire scan length of 180 cm, only
the portion shown by squares in the figure, at which significant
echo from the pipe were identified, was used for the imaging.

In order to measure the overall impulse response of the system
including the transmit and receive antennas and the characteris-
tics of the medium, the echo waveform from a thin aluminum
pipe, whose cross section can be safely regarded as a point com-
pared to the radar wavelength, was first measured and used as the
reference waveform for the echo from a point target. The exten-
sion of the target image was terminated on the both sides of the
apex of the pipe when it exceeds 1/4 wavelength over the reflec-
tion boundary along the surface of the target. It is clearly shown
that the upper surface of the pipe is precisely reconstructed.

Figure 7 shows the result of an alternate experiment using an
aluminum plate of 200-mm width. The plate was embedded at
various inclination angles. It was found that the shape was ac-
curately reconstructed as far as the specular reflection echo was
received by the antenna. When the inclination angle becomes
exceedingly large, the reconstructed image approaches to that of
a point target.

VI. Imaging in a Dispersive Medium

Next we examine the performance of the proposed algorithm
for the case of a conductive object embedded in a uniform, but
lossy and dispersive medium. The attenuation and dispersion
of the transmitted waveform is taken care of by applying proper
filter functions which are synthesized in the frequency domain.
The model parameters to be determined are the permittivity and
conductivity of the medium, their frequency derivatives, and the
location of several points that characterize the outer contour of
the object. Among the medium parameters, only the mean per-

Fig. 7. Imaging of a slanted aluminum plate at the test site.

mittivity is assumed to be known as was the case in the previous
section. Other parameters are set to zero in the initial guess, and
adjusted in the course of the recursive fitting.

The performance of the developed algorithm is quantitatively
examined by numerical simulations. The simulated data are gen-
erated using the Frequency- Dependent FDTD method[13]. In
this case, the complex permittivity of the medium is expressed
by

�r = a +
c

1 + j!b
; (4)

wherea, b, andc are the constants representing the medium char-
acteristics, and! is the angular frequency. The phase velocity
v, attenuation constant�, and conductivity� are approximately
expressed in terms of these constants as

v = c0=

r
a +

c

1 +!2b2
(5)

� = 60�
�0!

2bc

1 +!2b2
=

r
a +

c

1 +!2b2
(6)

� =
�0!

2bc

1 +!2b2
; (7)

wherec0 is the speed of the radio wave, and�0 is the permittivity
of the free space.

In the extended ray tracing, the received waveform is gener-
ated when a ray group passes a receiver position. Then the at-
tenuation is computed as a function of frequency according to
the estimated medium parameters, their frequency derivatives,
and the distance the ray group traveled in the medium. The filter
function is generated from this frequency characteristics, con-
verted to the time domain, and applied to the reference wave-
form.

Target shapes assumed are conductive cylinders and plates
whose size is a few wavelengths at the center frequency of the
pulse as was the case in previous sections. Fig. 8 compares the
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Fig. 8. Simulated received waveform by FD-FDTD method (solid line) and by
the extended ray tracing method (dot-dashed line) from a conductive cylinder
embedded in a lossy dispersive medium.

scattered waveform by the FD-FDTD method and the developed
ray tracing method. The signal is computed for the case of a
mono-cycle pulse scattered from a conductive cylinder embed-
ded in a lossy dispersive medium. The medium parameters used
are for typical dry rock, namely
v = 1:36� 108 (m/s)
� = 23:3 (dB/m)
� = 3:16� 10�2 (S/m)

The phase velocity is roughly constant in the frequency band of
0.5–2GHz, while the attenuation has a gradient of 23 dB/m/GHz.
The developed ray tracing algorithm generates the estimated
scattered wave roughly 100 times faster than the FD-FDTD
method.

Fig. 9 shows the result of reconstruction of the same conduct-
ing cylinder as treated in Fig. 3, but embedded in the lossy dis-
persive medium. This figure clearly shows that the developed
model fitting algorithm works almost equally well as for the case
of non-dispersive medium, and the shape of the upper surface of
the targets are precisely reconstructed. The program was run on
a UNIX workstation (SUN SPARCstation 20 with a single Hy-
perSPARC 200MHz CPU), and it took 580 sec of CPU time.
Since the fastest workstation currently available in the market is
already several times faster than this machine, the analysis of this
level of complexity will become considered as a quasi-realtime
job in a very near future.

Current simulations assume that the electric field is perpen-
dicular to the plane of interest for the transmitted and received
waves, so the creeping wave which may contain the information
of the lower side of the target is very weak compared with the
direct scattering from the upper surface.

Here we treated the case where the dispersion is mostly that of
the attenuation, and the phase velocity is roughly constant over
the considered frequency range. If the medium has a strong dis-
persion in the phase velocity, it will become harder to synthe-
size the desired waveform from the reference waveforms. For-
tunately, however, most types of rock has almost constant phase
velocity in 200MHz–1GHz frequency range[14], so the present
assumption can be safely made.

Fig. 9. Estimation of a cylinder in a lossy dispersive medium.

Fig. 10. Simulated echo from a cylinder in a lossy dispersive medium with
strong clutters (S/C = 4dB).

VII. Effect of Clutters

In order to examine the tolerance of the algorithm against clut-
ters, 200 point targets with various permittivity are randomly
embedded in the simulated medium. The background medium
is the same lossy dispersive medium as assumed in the previous
section.

Fig. 10 shows the simulated echoes from a cylinder of 0.8�
in diameter in a strong clutter environment. The hyperbola
peaked atx = 2:5� and the delay of 2.5 ns is the reflection from
the cylinder, and other echoes are from the point scatterers repre-
senting the clutter. The signal-to-clutter (S/C) ratio is controlled
by adjusting the standard deviation of the distribution of the per-
mittivity of random points, and is set to 4dB for this case.

Fig. 11 shows the simulated waveform at a point ofx = 1:5�.
The desired echo from the cylinder shows up from about 250
time steps, but the clutters at shallower locations appear stronger
than the desired echo. The clutter echoes at deeper locations are
not only suppressed by the attenuation, but also low-pass filtered
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Fig. 11. Signal waveform atx = 1:5� in Fig. 10.

Fig. 12. Same as Fig. 9, but in a strong clutter environment (S/C = 4dB).

due to the dispersion of the medium.
The same model fitting algorithm was applied to the cases with

various magnitude of the clutter. No special means was taken to
remove clutter echoes in the first and the second step of the algo-
rithm. It was found that the algorithm can accurately reconstruct
the target shape for the S/C ratio of larger than about 10dB. The
reason that fairly strong clutters do not affect the estimate is be-
cause the non-linear least squares fitting finds the local minimum
around the initial guess, which is affected only by clutters that
occurs at the same time window as the desired echo.

The shape estimation gradually deteriorates when the clut-
ter level is further increased, and the points which represent the
outer contour of the target start to deviate from the true locations.
However, the size of the target can be still correctly estimated
with S/C of up to about 4dB. Fig. 12 shows the estimated shape
of the cylinder for the S/C of 4dB. The shaded circle indicates
the given shape of the target, and small circles shows the esti-
mated outer contour. Compared to Fig. 9 for the same medium
without clutter, The right-most point of the estimated shape does
not agree with the given contour, but the horizontal extent of the

points well represents the target size. This overall agreement
keeps unchanged for different random numbers for the clutter
distribution as far as the S/C ratio is the same. It confirms the
robustness of the proposed algorithm against disturbances.

When the clutter level exceeds this threshold, the algorithm
mistakes the strongest clutter point as the target. For a higher
clutter level, it is necessary to take care of strong individual clut-
ters. We have separately developed an algorithm which consid-
ers the target to be a group of point targets[7]. Although it is in
principle possible to combine this method with the current algo-
rithm, the number of parameters may become exceedingly large
to make a stable estimate.

VIII. Summary

A two-dimensional shape estimation algorithm was developed
for the situation of a solid conductive target embedded in a lossy
dispersive medium. An extended ray tracing method is devel-
oped for fast estimation of the scattering from an object of the
size of around the radar wavelength. Its accuracy and the range
of applicability has been examined.

The performance of the algorithm has been tested first for
non-dispersive cases with numerical simulations and test site
experiments. Numerical simulations for the lossy and dis-
persive medium confirmed the capability of the algorithm,
which showed equally good performance as is the case of non-
dispersive medium. The simulation with clutters also revealed
the robustness of the algorithm even under a fairly strong clutter
environments.

The major limitation of the algorithm is that we have to model
the given situation precisely. The current model assumes a uni-
form medium, which is still too simple to deal with realistic cases
of field excavations. We are currently extending the algorithm
to fit the medium consisting of multiple layers with arbitrary
boundaries.
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